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Abstract

This application note explains configuration details for using Winchester
Systems FlashDisk iSCSI-host storage systems with VMware vSphere 5.x to
deliver high efficiency, flexibility, and availability in data center applications.
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Products covered by this document

These application notes apply to the following products:

e Winchester Systems FX Series FlashDisk iSCSI-host storage systems

For more information regarding individual models and their VMware compatibility,
please visit www.winsys.com
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VMware virtualization

The concept of virtualization originated in the 1960s but was not applied to x86
architecture until the 1990s. However, since the 1980s, x86 servers have been
widely adopted in IT environments because they are much cheaper than
mainframe computers. The distributed system of computing the architecture
enables allows for reduced total cost of ownership but may create other
challenges, such as low infrastructure utilization, increased physical
infrastructure requirements and higher IT management costs, plus insufficient
failover and disaster protection. Virtualization is an effective way to deal with
these challenges.

In VMware virtualization technology, ESX Server has been a foundation of
virtualized environments.

Virtual Machine Virtual Machine Virtual Machine Virtual Machine

ESX Server
(VMware Virtualization Layer)

x86 or x64
Servers

Network

Storage

Figure 1: VMware ESX Server

Installed on an x86 or x64-based server, VMware ESX Server provides a
virtualization layer on the host OS to consolidate all hardware resources,
including processors, memory, storage, and networking. It applies them to virtual
machines (i.e. virtual servers) running on the physical server. Each virtual
machine can have its own OS and applications. By sharing hardware resources
across multiple virtual machines, users can improve resource utilization and in
turn greatly reduce costs involved in building physical data center infrastructure.
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Besides optimized resource utilization, VMware virtualization also reduces
deployment efforts and simplifies management tasks. Free from physical
considerations and requirements, deploying virtual machines can be done in as
little as just a few minutes. After deployment, managers can easily monitor the
entire virtual data center through a unified management pane. When any of the
physical devices fail, the high availability features of VMware ensure continuous
system operation.
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FlashDisk Storage Systems in VMware Virtualized
Environments

Storage area network (SAN) is an architecture that brings storage resources into
a pool and shares them among multiple hosts. SAN is the most suitable storage
architecture for virtualized environments because when operating systems and
applications are moved around virtual machines, data does not have to be
copied and moved accordingly. Winchester Systems provides both FC-host
RAID arrays and iSCSI-host RAID arrays to support SAN in VMware virtualized
environments. FlashDisk arrays feature centralized management and
configuration, redundant designs, and smart scalability to offer many benefits in
SAN and virtualization environments.

In a data center featuring multiple storage systems, a powerful storage
management tool is absolutely necessary. FlashDisk Global Manager allows
system managers to configure, administer, and monitor multiple FlashDisk
arrays locally or remotely through a user friendly interface. Integrating storage
management tools into a VMware virtualized environment can make
infrastructure more robust and easier to maintain.

In addition to the software component, the fault tolerant hardware modules and
RAID functionalities of FlashDisk arrays further improve system availability.
When controllers, power supplies, cooling modules or hard drives fail, they can
all be hot-swapped without causing downtime or data loss.

In keeping up with data growth, the capacity of a single FlashDisk subsystem
can be scaled by connecting expansion enclosures, which do not compromise
industry-leading RAID performance. By allowing users to start with the capacity
they need and expand when future needs arise, flexible scaling minimizes
unnecessary investment and contributes to enhancing the core virtualization
value of optimized resource utilization.

To ensure seamless integration of FlashDisk SAN storage into VMware
virtualized environments, Winchester Systems performs comprehensive testing
to verify compatibility with VMware products. For details about compatibility,
please refer to the VMware Compatibility Guide.

Effective software suites optimize and manage IT environments through
virtualization. They greatly reduce operating costs and increase IT service
availability, security, and scalability while providing the flexibility to choose any
OS, application, and hardware. VMware vSphere 5.x delivers many enhanced
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features in terms of management, application services, infrastructure services,

compatibility, and third party extensibility. For more details about VMware
products, you can refer to www.vmware.com.
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Configuration Considerations

Data Formats

To make data volumes on FlashDisk arrays accessible to ESX Server, they have
to be configured as either a VMFS (Virtual Machine File System) volume or
RDM (Raw Device Mapping) volume. VMFS is a VMware proprietary clustered
file system and the most common access method. If users would like to allow
multiple virtual machines and multiple physical servers to access a single
volume, they should configure with the VMFS format.

Another way to allow virtual machines to access data volumes on storage is
RDM. Virtual machines access VMFS volumes and RDM volumes in different
ways. As shown in Figure 2, virtual machines can directly access a virtual disk
in the VMFS format but their access to the RDM volume is enabled through a
mapping file in the VMFS volume. This mapping file contains metadata that
redirects disk access to physical devices.

virtual machine 1
1

virtual machine 2
1

virtualization virtualization

datastore1 4:/
\4
virtual disk file mapping file s
disk data sectors it T gkl disk data
ocation, sectors
permissions,
locking, etc.
L RDM volume
\VM FS volume4/

Figure 2: Accessing a VMFS volume and an RDM volume

Treating the RDM volume as a local disk, virtual machines can format it in the
proper way. RDM is especially useful in the following applications:

1. SAN-based snapshot/volume copy or other layered applications on virtual
machines.

2. Leveraging Microsoft Clustering Services (MSCS) to implement
virtual-to-virtual clusters or physical-to-virtual clusters. Clustered data and
quorum disks have to be configured as RDM volumes.

Deployment of VMFS Volumes
The following guidelines can help you properly deploy VMFS volumes:
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1.

3.

Virtual machine boot disks and application data should be stored in separate
VMFS volumes. Most I/O issued to boot disks involves paging activities and
is sensitive to response time. By separating boot disks from application data,
the risk of prolonged response time due to application related 1/0O can be
mitigated.

Database platforms for enterprise data management, such as Microsoft SQL
Server or Oracle, often use active logs and/or recovery data structures to
track data changes. In cases of unplanned application or operating system
disruptions, these active logs or recovery data structures are critical in
ensuring system recovery and data consistency. Therefore, all virtual
machines supporting such database platforms should be provided with an
independent VMFS volume for storing active log files and recovery data
structures. Furthermore, if files or structures are mirrored, the source and the
target should be stored in separate VMFS volumes.

Application data, including database files, should be stored in a separate
VMware file system. This file system should not contain any structures that
are critical for application and/or database recovery.

It is recommended that VMFS volumes are no more than about 80% full. This
ensures that administrators do not suddenly run out of space to
accommodate user data and VMware snapshots for virtual machines.

RAID level

FlashDisk storage arrays allow users to protect data volumes with various RAID
levels, including RAID 1, RAID 3, RAID 5, RAID 6, and RAID 10. Data volumes
in the same storage array can be protected with different RAID levels. The
following are general guidelines to configure RAID levels for data volumes in a
VMware virtualized environment:

1.

Virtual machine boot volumes are generally subject to low I/O rates. They
can be configured with RAID 5 or 6 protection.

For most applications, RAID 5 or 6 is a proper level to protect virtual disks
with. However, if the application involves extensive log ins, such as financial
applications, RAID 10 may be a better option.

Infrastructure servers, such as Domain Name System (DNS), perform most
of their activities utilizing CPU and RAM and therefore are often subject to
low I/O rates. If users use virtual machines as infrastructure servers, it is
proper to provide them with RAID 5 or 6 protected volumes as storage
space.

Log devices for databases should be RAID 10-protected volumes.
Furthermore, if databases or application logs are mirrored, the source and
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the target should be located on separate sets of disks (in VMFS format, if
applicable).

5. Virtual machines that generate high workloads of small-block random read
I/O, such as Microsoft Exchange, should be allocated RAID 10-protected
volumes for better performance.

6. Large file servers with the vast majority of the storage consumed by static
files can be provided with RAID 5 or 6 protected volumes since 1/O rates are
expected to be low.

10
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Configuration Example: Using FlashDisk iSCSI-host
Storage with VMware vSphere 5.x

The below example explains how to make ESX Server boot from and leverage
FlashDisk iISCSI-host storage using QLogic iSCSI initiator hardware.

Note: booting from SAN requires installing the operating system on one or more
LUNs. By booting from SAN environments, you can enjoy easier server
replacement, simplified backup, and improved management. To configure
VMware ESX Server to boot from SAN, install an iSCSI host bus adapter (HBA)
approved by both the VMware compatibility guide and Winchester Systems
FlashDisk Compatibility Matrix.

Step 1: Create logical volume (LV) on FlashDisk and map storage to the
server

This configuration step can be done by utilizing the Winchester Systems
proprietary storage management suite — FlashDisk Global Manager. Please
refer to your firmware user manual or the FlashDisk Global Manager user
manual for details.

Step 2: Add FlashDisk iSCSI channel port IPs

In the SANsurfer iISCSI HBA Manager GUI, select the HBA port you mapped the
LV to in the left-hand system tree pane. Select the Target Settings tab in the
right-hand panel and click the # icon beside the target IP list. In the pop-up
window, enter the IP address of the iSCSI channel port as shown in Figure 3,
and click OK. The IP address will appear in the target IP list.

11
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State:

HBA Model:

HBA iSCSI Name:

QLE4062C

FEARRUET v Adaress:

ign.2000-04.com.glogic:qled062c.0s40810a1 35921

iSCSI Port Alias Name:

-Greyed out entries are Potential Boot devices and cannot be modified.
-Target Configuration - a saved blank iSCSI Name will issue a SendTargets command.
-Disable of Auto-discover does not apply to SendTargets with CHAP entries.

-Only 64 devices can be persistedbound. Any changes made to devices not bound will not persist across card resets.
Note: Right click on entry for additional features.

<[ Port Options | Port Information | Target Settings | Target Information |" statistics 'Biagnus‘lics
: | |

20. 0. 0.

21

|| Auto-bind Dist . x| fargets on save)
M Enabls i ® IPv4 Target Mes T
Bind Target Dynamic [ 2ol o[ 0. 1 State

=i~ e Reserved for Fastil), |~
_3 ] m| oo IPvti Target Address Reserved for FastiL..

[w] v | 200 Mo Connection Active

[w] 1 | 200 Mo Connection Active

w] v | 200 OK Gl Unknown

v v | 200 LUnknown =

[v] v ™| 20000 ] Mo Connection Active

v v ™| 200013 7 {No Connection Active

v| = L] 200015 | a3 Unknown

v] 4 L] 20009 lign. 2002-10.corm. 9 Session Active

v] ra L] 200013 lign.2002-10_com. 10 Session Active -

v] ' L] 20005 lign.2002-10.com. 11 Session Active

v] ] L] 20.0.0.11 lign.2002-10.com. 12 Unknown =1

. s | —l

‘ Config Parameters iggﬂr_‘mkﬂhﬂﬂﬁcaﬁﬂn ‘

Refresh

ii_ Save Target Settings |

Figure 3: Adding a target IP address

Repeat the process until all IP addresses are added.

Step 3: Configure CHAP settings
In the SANsurfer iISCSI HBA Manager GUI, select the HBA port you would like to
configure CHAP authentication on in the left-hand system tree pane. Select the
Target Settings tab in the right-hand panel and click Configure Authentication.
Both the storage system and the HBA need to have CHAP configured. In the
FlashDisk console terminal, enable CHAP as shown in Figure 4: View and Edit
Configuration Parameters > Host-side Parameters > Login Authentication with

CHAP.

] ()

12
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Lache Status: 1% Dirty

MNaximnum Queued 170 Count 1824

LUNs per Host SCSI 1D 8

Max Number of Concurrent Host-LUN Connection - 4

Humber of Tags Reserved for each Host-LUN Connection - Y
Peripheral Device Type Parameters )

Cylinder - Uariable 7 Head - Uariable / Sector - Uariable
Login Authentication with CHAP - Enable

Junbo Frames - Disahle

C

Orive-side Paraneters

Disk Array Parameters

Redundant Controller Parameters
Control ler Parameters

Figure 4: Enabling CHAP in the console terminal

After enabling CHAP, select View and Edit Configuration Parameters > Edit
iISCSI Initiator List as shown below to configure CHAP authentication.

Alias Hame - qlogicl )
[OH - ign.Z2BBB-BY4.con.glogic:ql eB62c.
Name - joxstorage

96 9 0

Target Hame - Hot Set
Target Passuord - Hot Set
IP Address Hot Set
HetHask ¢55.255.255.8

C
C
C
C
C
C
C
C
&

dit iSCS] Initiator List

rm

Arrow Keys:Hove Cursor  Enter:Select Esc:Exit  Ctrl+L:Refresh Screen

Figure 5: CHAP password settings for iSCSI initiator

Configure the CHAP authentication of the iISCSI HBA through VMware. Go to
vCenter > Storage Adapter > iSCSI Initiator > Properties > CHAP as shown
below.

13
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! iSCSI Initiator (vmhba1) Properties _ (o]

General |Dynamic Discavery | Static Discovery |

[ iSCSI Properti g —
W (! CHAP Credentials

Alias:

Al i5CsI kargets are authenticated using these credentials unless
otherwise specified in the target's CHAP settings.

[l-d The CHAP secret and Mutual CHAR secret must be different.

Target disco

—Hardware Ini
—CHAP (target authenticates hast)

Network I
Currentf Select option: IUse CHAP unless prohibited by karget ;I
VIFAE Fall I Use initiator name
IP Setting Mame: Iiuxsutrage
IF Addres Secret: Immmmwml
Subnet M:
Default G:

DNS Serve | [ Mutual CHAP (host authenticates targety

Preferred Select option: I LI
Akernate I lise initiatar name

Marne: I

Secret: I

oK I Cancel | Help |
CHAP... ¢ T Corfigure. .. |

Close | Help |

]

Figure 6: CHAP configuration for iSCSI initiator

Step 4: Configure network settings

In the SANsurfer iISCSI HBA Manager GUI, select the HBA port you would like to
configure network settings on in the left-hand system tree pane. Then select the
Port Options tab in the right-hand panel and click the Network tab, as shown
below. Configure all required network settings here.

l’Port Options rport Informati rTarget Settings rTarget Information | Statistics i/Diagnostics |

HBA Model: QLE4062C iSCSI Port Alias Name: | |
State: IPvd Address: 200 05 Ba 221
HBA iSCSI Name: |iqn.EDDD-Dal.com.qlogic:qle40620.gs4081Da13592.1 |
l/ Network r Auto Discovery r Firmware | Factory Defaults i Boot |

[¥] Enable IPV4 Address: [v] Enable IPV6 Addresses:

) Obtain IP address automatically (DHCP) i®) Obtain IPY6 link local address automatically

(@ Use the following IP address: i) Use the following link local address:

Address State: valid Address Address State: Irvalid Address

Link Local ID {8 intes):

1Pv4 Address: QUI k [

N

-
L

Subnet Mask: @ |A5I| 254]. | @ Obtain routable addresses automatically (R)
bateway, @,j'j|ﬂ i Use the ing r addresses:

Address State: Invalid Address

Routable Address 1: -

Address State: Ivalid Address

Routable Address 2: B

Default router state: Mo Rauter

Router Adv. Link MTU: [Hd8

Default router address: l_

Refresh | | Save Port Settings | | Save Network Only |
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Figure 7: Configuring network settings

Repeat the process until all ports are properly configured.

Step 5: Configure boot settings

In the SANsurfer iISCSI HBA Manager GUI, select the HBA port you would like to
establish boot-from-SAN access for in the left-hand system tree pane. Then
select the Port Options tab and click the Boot tab. In BIOS Boot Mode Setting,
select Manual Mode from the drop-down list. Then specify the LUN you would
like to use as the boot disk by selecting Primary Boot Device IP and Primary

Boot LUN from the drop-down lists, as shown below.
[ Port Options | Port Information | Target Settings | Target Information | Statistics | Diagnostics |

HBA Model: QLE40BZC ISCS] Port Alias Name: | |

State: nk Up | IPv4 Address: 20. 0. g. 23

HBA iSCSI Hame: |iqn.QDDD-D4.com.qlogic:qle4062c.gs4081Da1 36927 |

[ Network | AutoDiscovery | Firmware | FactoryDefaults | Boot |

(@ i@l DHCP Boot Type: ‘: :

DHCP Client ID {7 char max):

rimary Boot Device ID: Ina Ww Boot LUN: }s |j
Sec ce ID: INa |v! : na |j

i

7 \

BIOS Versiomn: 1.14

r
I Save BIOS Onhy

| Refresh || Save Port Settings || Save Network Onhy |

Figure 8: Configuring boot settings

Note: After the above steps are done, we suggest you enter the QLogic HBA
BIOS (press ctrl + Q during server reboot) to check if all settings are
successfully and correctly implemented.

Step 6: Set up the server to boot from a CD

Reboot the server. During server power up, enter the system BIOS
configuration/setup utility. Select Startup Options and press enter. Select Startup
Sequence Options and press enter. Then change First Startup Device to
[CD-ROM].

Step 7: Install ESX Server
Use a CD-ROM to install ESX Server and choose the LUN on the FlashDisk as

15
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the boot disk during installation. After going through the installation wizard, ESX
Server is successfully installed.

Step 8: Add a VMFS datastore
In the vCenter GUI, select ESX Server from the inventory panel and click
Storage in the Hardware panel. Click Add Storage as shown below.

=¥ VCENTER - vSphere Client
Eile Edit View Inventory Administration Plug-ins Help

¥ |r Home | Inventory [ [5] Hosts and Clusters
| i)

| w Search Inventory ‘ Q |

& ¢ &
=) [ VCENTER
= [By veenter
= [& 10.0.10.50
(3 veenter
= [y vmScert
= [ Ha
[ 10.0.10.100
@ 10.0.10.200
{5 ESXIA-VMI-win-
(51 ESKIA-WMZ-win-
() ESXIA-VM3-win-
() ESXIA-MM4-win-
() ESKIA-WMS-linw
(0 ESKIA-IE-linu
(1 ESKIA-WM7-linw
(0 ESKIA-IME-linu
() ESXIB-YM1-win-
(51 ESKIB-YM2-win-
G ESKIB-YM3-win-
{1 ESKIB-YMd-win-
(1 ESKIB-VMS-lirux
(51 ESXIB-VM6-linu—

(1 ESKIB-VM7-lirux =
Ash FRYTR-AAdin
4 »

10.0.10.100 YMware ESXi, 5.0.0, 469512

Getting Started .| Summary | Virtusl Machines - Performance [0 @ ot Tasks & Events | Alarms |

Permis

[ Maps | Storage Views | Hardwal[[")

| Hardware | view: [Datastores Devices|
Processors Datastores Refresh Eelelem Rescan Al
Memary Identification o | Status | Device | Drive Ty | Capadyy | Fre
» Storage 3 datastorel & Normal WSI ISCSI Disk (. .. NOH-SSDUE 14.62¢
Networking @ datastore3 @ Mormal  SEAGATE Serial A... Non-55D 131.75G8  130.80¢
Storage Adepters @ w3 & Normal WS SCSIDisk(n..  Non-55D 905068 227.62G
Hotyior: f-opeers @ wmfss @ MNormal  WSI BCSIDisk{(n... Nen-33D WVOS0GE  227.48€
Advanced Settings
Power Management | 4 l | _’I
1 Software | Datastore Details Properties...

Licensed Features

tupfShutdown

LI £

pr

Recent Tasks Mame, Target or Status contains: = Claat X
Narme | Target | Status | Details | nitiasted by | vCenter Server  a
¥ Rescan VMFS B 10.0.101m @ Completed Adrinistrater (5] VCENTER

¥ Rescan all HBAs B to0.0.10.100 & Completed Administrator (3 VCENTER *
4 »

[F Tasks @ Alams | T 4

Figure 9: Adding storage

The Add Storage window will pop up. First select Disk/LUN as the storage type
as shown below, and then click Next.
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[E: Add Storage vl = IDlﬂ

Select Storage Type
Specify if wou want to Format a new wolume or use a shared Folder over the network?

= Disk/LUN —Storage Type
Select DiskyLM

Current Disk Lawout

Properties Create a datastore on & Fibre Channel, iS5, or local SCSI disk, or mount an existing YMFS volume.
Forrnakting

Ready to Complete

" Disk/LUN

" Metwork File System

IMount a shared folder over a netwaork connection as a datastare,

|3 &dding a datastore on Fibre Channel or iSCSI will add this datastore to all hosts that have access
to the storage media.

Cancel |

Help |

Figure 10: Selecting Disk/LUN as storage type

In the list of all available iISCSI disks, select the one you would like to add as the
new VMFS datastore as shown below. Click Next.
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=) Add Storage

Select Disk/LUN

Select a LN to create a datastore or expand the cwrent one

are vSphere 5.x

- lolx]

B sk Name, Idetiier, Path 1D, LUN, Capacty, Expandable of VMFS Labelc... + | Clear
Select Disk/LUN
Current Disk Layout Mame | Path 1D [N | Capacity | ¥MPSLabel | =
{5051 Disk (n24.600d023100080,..  ign.2002-10.com 67 10,00 GB j
sl {5051 Disk (n22.600d023100080...  ign.2002-10.com 47 10,00 GB
ReadytoCamplete i5CSI Disk (n22.600d023100080...  ign.2002-10.com &3 10.00 GB
i5CS1 Disk (n22.600d023100080...  ign.2002-10.com 247 10,00 GB
1551 Disk (n24.600d023100053...  ign.2002-10.com 55 10,00 GB
i5CS1 Disk (naa.600d023100080...  ign.2002-10.com 143 10,00 GB
i5C51 Disk (n24.600d023100080...  ign.2002-10.com 223 10,00 GB
i5C51 Disk (n22.600d023100053...  ign.2002-10.com 15 10.00 GB
{5051 Disk (n22.600d023100080...  ign.2002-10.com 67 10,00 GB
{5051 Disk (n24.600d023100053...  ign.2002-10.com 47 10,00 GB
i5CSI Disk (naa.600d023100053...  ign.2002-10.com 39 10.00 GB
i5C51 Disk (naa.600d023100080...  ign.2002-10.com 199 10,00 GB
i5CSI Disk (naa.600d023100053...  ign.2002-10.com 247 10,00 GB
i5CS1 Disk (n24.600d023100080...  ign.2002-10.com 39 10,00 GB
i5CSI Disk (n2a.600d023100053...  ign.2002-10.com 175 10,00 GB
i5C51 Disk (naa,600d023100080...  ign.2002-10.com 23 10,00 GB
i5C5] Disk (n2a.600d023100080...  ign.2002-10.com 255 10,00 GB
i5C5I Disk (naa,600d023100053...  ign.2002-10.com 159 10,00 GB
i5CSI Disk (naa.s004023100080...  ign.2002-10.com 215 10.00 GB
i5C5I Disk (naa,6004023100053...  ign.2002-10.com 231 10,00 GB
i5CSI Disk (n24.600d023100080...  ign.2002-10.com 15 10,00 GB
ISCST Dick (nAs AMNANPAININGT...  inn20NP-1N.cnm 247 10100 GR =l
Help | = Back [ Neik = I Cancel |
4

Figure 11: Selecting an iSCSI Disk

VMware vSphere 5.X has a new file system format called VMFS-5, supporting

more than 2TB of data capacity via VMware virtualization.

%7 Add Storage

File System ¥Yersion

Specify the version of the ¥MFS for the datastore

- [of x|

[ Digh/LUIM
Select Disk/LUN

Properties
Forratting
Ready ko Complete

File System Yersion
Current Disk Layout

File System Version

= VMF5-5

Select this option to enable additional capabilities, such as 2TE+ support,
WMFS-5 is not supported by hosts with an ESX version older than 5.0,

 VMF5-3

Select this option if the datastare will be accessed by legacy hosts,

Help |

< Back | Mext = I

Cancel |

4

Figure 12: VMFS-5 options for additional capacity
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After going through the configuration process of entering the datastore name
and maximum file size, click Finish.

[+ Add Storage

Ready to Complete
Review the disk layout and click Finish to add storage

M DiskjLUN Disk layout:
Ready to Complete
Device _apacity Available LLEY
W5l iSCS]I Disk {naa.600d0231000800624. .. 10,00 GB 10.00GB 87
Location

Tvmfsfdevices disks/naa, 600023 1000800624F 703c 345422473

Primary Partitions Capacity

WMFS (W51 Disk (naa, 6004023100000, 10,00 GB

File system:

Properties
Datastore name:  WINSYS RAID

Formatting
File system: YMFS-3
Block: size: 1 MB
Maximurm file size: 256 GB

cout e ] cma |

Figure 13: Finishing datastore creation
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Basic troubleshooting and FAQ

1. What information should | prepare when | need technical assistance?
Please provide the following information:

- ESX Server version (for example, ESXi 5.0)

- Storage model, its firmware version, and event logs

- Topology of your ESX Server, switch, and storage as shown below:

switch switch

>

0]l 1 0]l 1

controller A | controller B

storage

- Storage configuration including logical drives, logical volumes, partitions,
and LUN mapping. You can obtain this information using FlashDisk Global

Manager.
- Description of system behavior and associated problems

- ESX Server configuration with screenshots of Networking, Storage Adapters
and Maps from the vCenter/VirtualCenter GUI
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Networking screenshot example:

VCENTER - vSphere Client _ O]

File Edit “iew Inventory Administration Plug-ins Help

ES ‘E} Home b g8 Inventory b [l Hosts and Clusters

‘ w Search Inventory

al

wveenter
E 10.0,10,50

{3 veenter
= [y ymScert

ER L

10040100

[ 10.0.10.200
) ESKIA-VML-win-lsi
) ESKIA-YMZ-win-bus
() ESKIA-YME-win-lsi
() ESKIA-YM4-win-pvs
) ESKIA-YMEinusc-lsi
) ESxIa-vme-linuz-bus
) ESKIa-vMr-inux-lsi
() ESKIA-UME-inuz-pys
() ESKIB-¥M1-win-lsi
() ESRIB-¥MZ-win-bus
5 ESHIB-YM3-win-lsi
() ESKIB-¥Md-win-prs
) ESKIB-¥MS-linuesi
) ESKIB-YMB-linux-bus
() ESKIE-¥M7-linuesi
() ESKIB-YME-inu-prs

Recent Tasks

10.100 ¥YMware ES:

Hardware

» Metworking

Processors
Memary
Starage

Storage Adapters
Metwaork Adapters
Advanced Settings
Power Management

Software

<

Licensed Features

Time Configuration

DS and Rouking

Authertication Services

Power Management

Mirk11al Marhing Starkn{Shikdoan

Configuration 4

¥iew: | vSphere Standard Switch  wSphere Distributed Switch

Refresh  Add Metworking. ..

Networking

Standard Switch: vawitcho

irtual Machine Part Group
£ WM Metwork

B 16 virtual machine(s)
ESKIB-YM3-win-lsi
ESKIA-YME-linuz-bus
ESKIA-WME-linus:-Isi
ESKIA-YM1-win-lsi
ESKIB-YM L-win-lsi
ESKIA-YMZ-linus-lsi
ESRIA-YME-linux-pvs
ESKIB-YM4-win-pvs
ESXIB-¥MS-linux-lsi

PHPEERHEE @

Remove.,, Properties...

Physical Adapters

BB vmnicd 1000 Ful 00

Properties. ..

-

o>
| »

ame, Target or Status contains: « Clear X

Tame

il

Target

Status

‘ Details

| Initiated by

‘ wiCenter Server

|

9 Tasks @ flams |

|Administrator S

Z

Storage Adapters screenshot example:

Summary - Wirkual Machines Allocation . Performance:; et
Hardware Storage Adapters Refresh Rescan...
Processors Device | Type AR -
isCsI Software Adapter
[Memaory
o {5 wmhba33 i5CS1 iqn. 1998-01 . com. vmware: esxd-1-656cdbee:
orems 8280 1EB (ICH5) SATA Controller
Networking & wmhbaz Block 5CSI
v Storags Adapters @ vmhba3z Black 5CS1
Metwark Adapters AIC-8902 U320 DEM &
Advanced Settings 4 | 4
Details
Software
vmhba33 Propetties...
Li d Feal:
|lcense lea urfas Model: {551 Software Adapker
Time Canfiguration i5CS1 Mame: ign. 1998-01 . com. vmware:esx4-1-656cdbé<
DMS and Routing 5CS1 Alias:

IPMIfiLD Settings

Wirkual Machine Starkup/Shukdown
Virkual Machine Swapfile Location

Connected Targets: 2

Yiew: |Devices Paths

Devices: 2

Paths: 4

21



Using Winchester Systems FlashDisk iISCSI-host Storage Systems with VMware vSphere 5.x

Maps screenshot example:

EJVCENTER - vSphere Client
Eile Edit View Ioventory Administration Plug-ins Help

Ea |@ Home b gF] Inventory D [l Hosts and Clusters
o e %
= E}] WCENTER
= [fy veenter
= @ 10.0.10.50
(T veenter
=] ;l vmScert
S B
g 10.0.10,100 EexmeITREn L
® to.0.10.200
(1 ESHIA-WMI-wir-lsi
(1 ESKIA-YMZ-win-bus
1 ESRIA-WME-wir-lsi
() ESXIA-¥Ma-win-pys

Y¥irtual Machine Resources Time since last data update: 00:10  Refresh

Overview

) ESKIAYMS-inocls 8 ,}/ Ft e o : BEEEI® E.S
P & =r . f
E ESXIA-\-‘MG-:\nux-:Jus & /fowmmf. i
ESGA 7 ek o T \ —
B ESXIA-E-nu-pvs { 7 B E \ — =g i L
(1 ESRIB-YML-win-lsi | / ! ‘f” gi] \ 7 ERAIBY ertns ¥irtual Machine Resources ~
) ESXIB-YMz-win-bus i Z- / A ssxmm\w / Host Options
B ESHIB-YMa-win-lsi e / : = b
(51 ESHIBM4-wiri-pvs gt | 3 HoeLtamy
B ESKIB-MEinux-si <1 B e o I Host to etk
() ESHIB-YME-inux-bus i /’,m"i I Hast to Datastore
B ESHIB-AMFinus-lsi ! / / M Options
51 ESHIB-YMEinus-pvs i 4 G )/
9 | bl ol ¥ i ta Hetwork ﬂ
Recent Tasks Mame, Target or Status contairs: = Clear X
Hlame Target Status | Details | Initiated by | vCenter Server | Requested Start Ti... <

| | M

‘E Tasks @ Alams ‘ IAdmmistlator A

- ESX Server event logs can be obtained from the vCenter/VirtualCenter GUI.
Click Administration in the top menu and select Export System Logs from the

drop-down menu
[*¥ VCENTER - vSphere Client

File Edit View Inventory | Administration |Plug-ins Help
a Ej €y Home b gF) Inwg Custom Aftributes...

# e d- vCenter Server Settings...

Role v
[ [ WCENTER ;
= L..l veenter Sesslon r

= 10,0.10.50 i
@ﬁ weenker May y J -

B [y vnscart Export System Logs... | i g
= HA = i Dverview
& B /1001010 N ke 8 / / / .

&
[ 0.0.10.200 ey ¥
(D ESXIA-YML-win-si 7
(G ESKIA-YMZ-win-bus |
G ESKIA-YM3-winsi R
B ESKIAAM-win-pys & - i
B EsxavmS-inusclsi & ; [ Q‘x ‘“"”“‘Iﬁl“”“ e 08 @ B
=L - & - |

G ESKIA-YME-inw:-bus & e b 3 e fr Sy i '|3
() ESKIAMP-Inuscs L ——— 5 Il

irix-lsi ESRIB W T S i e Map Relationships:
(D ESHIA-YME-inwepus e « ¥ — & ?p elal mnf ips:
B ESKIB-M1-win-si ] SRz virtual Machine Resources  ~
G ESHIB-YM2-win-bus v Yol 4 / 417 Eimw nus Host Options
(51 ESHIB-M3-win-si EsRuAv SNz i F v
[ ESKIB-WMd-win-pvs &l ff | 7 ot to
B ESKIB-WS-inucsi o] —f——ﬁ_\_ ™ Hast to Network

() ESKIE-YME-inuz-bus ™ Host to Datastore
f sy
[ ESKIB-MT-finuclsi f \.// m

Time since last data update: 00:53  Refresh

I M Options
) ESHIE-e-inue-pys [
G| “""""“}"ﬁ W i ta Hetwerk
Recent Tasks MNarne, Target ar Status contains: » Clear
Nlame Target Status | Details ‘ Initiated by ‘ vCentet Server | Requested Start 1
< |
|E Taske @ Alams | ‘Admin\stralm

2. Why am |l unable to see the VMFS data volume | created before?
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First check whether you can see the physical storage device you used to create
the VMFS data volume in vCenter/VirtualCenter GUI. If not, check whether all
cables are correctly connected and that storage LUN mapping is properly
configured. Then execute Rescan in the Storage Adapters screen.

Getting Started | Summary - Yirkual Machines - Resource Allocation - Performance - JRsslgyisiid=\ s}
BTG R Storage Adapters
ER— Device | Type Wy -
iSCSI Software Adapter
Mernary
- (& vmhba3s i5CSI ign. 1995-01 . com. vmware:esx4-1-636cdbed:
orage
a ) 82801EB (ICHS) SATA Controller
Metworking & vmhba2 Block SCST
» Storage Adapters & vmhbazz Black 531
Metwark Adapters AIC-8902 U320 OEM =
Advanced Settings 1] | 4
Details
Software
vmhba33 Properties. ..
Li d Feat
|-cense .ea urfas Model: iSCSI Software Adapter
Time Configuratian {SCSI Marne: ign, 1998-01, com, vmware esxd-1-686cdbed
DMS and Routing i5C3l Alias:
IPMIfiLC Settings Connected Targets: 2 Devices: 2 Paths: 4

Wirtual Machine Startup/Shutdown
Wirtual Maching Swaofile Location

Wiew: |Devices Paths

If the problem is still not solved, please prepare the information mentioned in
question 1 and contact us for further troubleshooting.

3. What are the storage configuration limitations in a VMware virtualized
environment?

Please check:

http://www.vmware.com/pdf/ivsphere5/r50/vsphere-50-configuration-maximums.

pdf for details.

4. How can | ensure data paths successfully conduct failover with
redundant controllers?

If you are using ESXi 5.0 with FlashDisk storage arrays and firmware version

3.64 or later, the system automatically handles this without any manual

configuration.

5. Can virtual machines be migrated to a different datastore without

interruption?
Yes, virtual machines can be migrated online to another data volume.
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6. If Iwould like to implement multipathing, are there any special settings |
should use on my storage? Should | install FlashPath?

No, there are no special settings required. FlashDisk storage supports MRU

(Most Recently Used) in VMware, as shown below. Since VMware supports

native multipathing, you do not need to install other software, including

FlashPath, for multipathing implementation.

Path Selection: [Most Recently Used (vitware) =] chenge |
Storage Array Type: WIIW _SATP_ALUA
—Paths
Ruritime Name | Target | LU | Status | Preferred |
ymhba33:C1:T4L2 ign. 2002-10 com. winsys:raid sn8237480.101:20.0.0.... 2 @ Active
vrnhba33:00: To:L2 ign.2002-10 com, winsys:raid sn8237450.001:20.0.0. 2 &  Active
vmhba33:C1:T5:L2 ign.2002-10.com.winsys:raid sn8237420.121:20.0.0.... 2 & Active
wmhba33:C0:T1iLZ g 2002-10.com.winsys:raid sn8237480.021-2000... 2 & Active (IO} |

Refresh |

Mame: iqn. 1998-01. com. vmware:localhost-5b2b2380-00023d000001,  ign.2002-10.com.winsys:raid.sn8237490.021:20.0.0....
Runtirme Marme: vmhba33:00:T1:L2

iSC51
Adapter: ign. 1998-01. com.vmware:localhost-Sb2b2380
ISCSI Alias:
Target: ign.2002-

10.cam.winsys:raid sn8237490.021:20.0.0....

Close I Help
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