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High Availability Configuration on FlashNAS ZFS Systems

FlashNAS ZFS Series

FlashNAS ZFS series systems deliver consolidated storage for application server and file server
deployment. They are available in a variety of hardware configurations, including high availability
active-active dual controllers for assured redundancy and fast failover. Power supplies are also
redundant and energy-efficient. In all situations, FlashNAS ZFS products protect data and your
continued ability to work and provide services to your customers. Additionally, controllers, power
supplies, and cooling modules use a modular cable-free design that makes installation,
maintenance, and upgrades simple and quick.

FlashNAS ZFS products are enhanced by the ZFS file system, which has sophisticated data
corruption prevention and healing capabilities built in. You gain access to features such as unlimited
snapshot, remote replication, and pool mirror. Powerful computing components and up to 1.5PB in
storage via JBOD make FlashNAS ZFS series systems highly scalable and capable solutions for
every enterprise and organization.

Active/Active redundant controller configuration:
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Figure 1: high availability architecture

The FlashNAS ZFS series features active/active controller architecture instead of active/standby, as
shown by figure 1. Employing a so-called internal heartbeat mechanism, each controller is aware of
the status of its twin controller. Both sync with the quorum disk to ascertain pool ownership.

This architecture nearly doubles performance and offers high availability protection. In real world
applications such as iSCSI volume access or share folders, the FlashNAS ZFS series provides
better data integrity and higher availability than those delivered by comparable products, as
explained below.
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ControllerA

Block Storage

Figure 2: iISCSI volume data integrity

As figure 2 shows, the host receives a commit message when the I/O writes to block storage. The
FlashNAS ZFS series uses write-through mode to protect iSCSI volume data.
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Figure 3 : iISCSI volume high availability
As figure 3-1 shows, the FlashNAS ZFS series leverages MPIO to provide connections from
controller A and controller B for to the host. In figure 3-2, we unplug controller A to see how the
FlashNAS ZFS series provides high availability. Figure 3-3 shows controller A cannot sync the
guorum drive immediately, while figure 3-4 indicates that when controller B notices controller A has
failed, controller B becomes the owner of Pool-1. I/O from the host passes through controller B
rather than controller A in this case, ensuring continuous availability.
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Host

e
s

ControllerA ControllerB

Quorum Disk

Commit

Block Write

#1 Yes

ZIL File Storage

Figure 4: share-folder data integrity

The FlashNAS ZFS series leverages ZFS Intent Log (ZIL) to ensure share folder data integrity. ZIL
records data and whether that data has been written onto disk or not.
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Figure 5: share folder high availability

Page 5/ 14



High Availability Configuration on FlashNAS ZFS Systems

Figure 5-1 shows how the FlashNAS ZFS series provides two share folders belonging to controller
A and controller B, respectively. In figure 5-2, we unplug controller A to see how the FlashNAS ZFS
series delivers high availability in more scenarios. As figure 5-3 shows, the first share folder path is
\\10.10.10.1\Filel. The share folder becomes lost initially once the IP disappears. Also, controller A

cannot sync the quorum drive immediately. In figure 5-4, we see an IP that belongs to controller A
executing failover to controller B. Once IP failover completes, \\10.10.10.1\Filel becomes

accessible again.

Comprehensive GUI: with the detailed GUI that ships with the FlashNAS ZFS series, customers

gain clear insight into all configurations.

System Information

MNAS System / Components / Peripheral Devices Status

View the model name, version information, and profiles of hardware components.
Device Information :
Model Name: FlashNAS 3000
Software Version: 338
Service 1D: 8487975
CPU:
Controller CPUID Manufacturer Speed Family
A CPUD Intel{R) Corporation 3300MHz Intel{R} Core(TM)i3-2120 CPU @ 3.30GHz
B CPUD Intel(R) Corporation 3300MHz Intel(R) Core(TM) i3-2120 CPU @ 3.30GHz
Memory :
Controller Memory ID Type Location Size
A Mem 0 DDR3 ChannelA-DIMMD 8192MB
A Mem 1 DDR3 ChannelA-DIMMA 2192MB
A Mem 2 DDR3 ChannelB-DIMMD 2192MB
A Mem 3 DDR3 ChannelB-DIMM1 2192ME
E Mem 0 DDR3 ChannelA-DIMMO 2192MB
B Mem 1 DDR3 ChannelA-DIMM1 8192MB
E Mem 2 DDR3 ChannelB-DIMMO 2192ME
B Mem 3 DDR3 ChannelB-DIMM1 2192MB
Network
Interface IP Address Subnet Mask MAC Address
Mamti (A - Primary) 192.168.150.95 255.255.255.0 00:21:3a:11:84:27
gm (B - Secondary) 192.168.150.96 255.255.255.0 00:21:32:19:84:27
CHO (A)0.0.0.0 255.0.0.0 00:21:3a:51:84:27
(B} 0.0.0.0 255.0.0.0 00:21:32:59:84.27
CH1 (A) 0.0.0.0 255.0.0.0 00:21:32:61:84:27
(B) 0.0.0.0 255.0.0.0 00:21:3a:69:84:27
CH2 (A) 192.168.150.80 255.255.255.0 00:21:3a:71:84:27
(B) 192.168.150.117 255.255.255.0 00:21:3a:79:84:27
CH3 (A) 192.168.150.74 255.255.255.0 00:21:32:81:84:27
(B) 192.168.150.118 255.255.255.0 00:21:3a:89:84:27
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Dashboard

Hardware Stafus

Monitor the usage of hardware components: CPU, network bandwidth, internal memaory, and disk drives

CPU 100%
« Controller A = CPU (A). 6% CPU (B} 3%
« Controller B
Memory 100%:
« Controller A| = Total (A} 93.0% 0S (A) 38.0%
mTotal (B): 41.0% ®OS (B): 30.0%
# Controller B)

Hetwork 100%
« Controfler Al Network (A): 0% " Network (B): 0.01%
< Controller B

Disk 100%

« Controller A

+ Controller B

Disk (A); 16,0% = Disk (B): 0.0%

Monitor the status of network services: number of connections, number of users, and the amount of transactions

CIFS 100 NFS 100
« Controller A| = Cifs (A): 0 connections - Cifs (B), 0 connections « Controller A| =3 (A): 0 connections | V4 (A} O connections
=3 (B): 0 connectionsm'V4 (B). 0 connections
» Controller B) = Controller B
HDMP 100 FTP 100
# Controller A| = Revert (4): 0 MB /= Backup (A) 0 MB « Controfler A| = FTP (Ak 0 users’'FTP (B): 0 users
mRevert (B): 0 MB/mBackup (B): 0 MB
< Controller B « Controller B
Volume 100 Volume 100
« Controller A| = Read (A} 0 KBi“Read (B) 0 KB « Controller A| =/Write (A): 0 KB 'Write (B); 0 KB
» Controller B) = Controller B
Maintenance | System | High Availability Welcome admin &~ Logout B Links¥
4 Status ) L B
1) Conguration High Availability ==

| storage

2 Folder

& nccount

) /£) Backup

¢ Maintenance

2 ik System
2 system snapshot
% software Update
&? Backup System Setting
1) High Availability
) Log

High Availability System Management

View and manage the controller status. Power off your NAS system or reboot the system.

— System
©) Shutdown System

© Reboot System

— Controller
Controller A Active (Primary) %
© Deactivate  © Shutdown
Controller B Active
) Deactivale ) Shutdown
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Scenarios without I/O running

We use two methods to illustrate the high availability FlashNAS ZFS series products provide.

Method 1: ping management port IP

Step 1: ping management port IP (controller A): 172.24.110.32

Network
Interface IP Address Subnet Mask MAC Address
Mamto [ (A - Primary) 172.24.110.32 | 2552552540 0:D0:23:06:79:46
g (B - Secondary) 172.24 110.58 2552552540 0:D0:23:0E79:46
CHO (A)172.24.110.53 255.255.254.0 0:D0:23:36:79:46
(B) 172.24 110.51 2552552540 0:D0:23:3E79:46
CH1 (A) Offline — 0:D0:23:46:79:46
(B) Offline -— 0:D023:4E79:46
CH2 (A) Offline - 0:D0:23:56:79:46
(B) Offline -— 0:D023:5E 7946
CH3 (A) Offline — 0:D0:23:66:79:46
(B) Offline -—- 0:D0:23:6E:79:46
= Administrator: Command Prompt - ping 172.24.110.32 -t

ssllzerssAdministrator . CADDesktopXping 172 .24_1168.32 -t

inging 172.24_.118.32 with 32 bhytes of data:

eply from 172_24_118.32: hytes=32 time<ims TTL=255
eply from 172.24_118.32: hytes=32 time<ims TTL=255
eply from 172.24_ 118.32: bhytes=32 time<ims TTL=255

Step 2: unplug controller A

Step 3: check the echo package
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from 172.24.118.32: hytes=32 time=1ms TTL=255
from 172.24.118.32: hytes=32 time{ims TTL=255
from 172.24.118.32: hytes=32 time{ims TTL=255
from 172.24.118.32: hytes=32 time{ims TTL=255
from 172.24.118.32: hytes=32 time{ims TTL=255
from 172.24.118.32: hytes=32 time{ims TTL=255
from 172.24.118.32: hytes=32 time{ims TTL=255
from 172.24.118.32: hytes=32 time{ims TTL=255

egquest timed out.

egquest timed out.

egquest timed out.

egquest timed out.

egquest timed out.
from 172.24.118.86: Destination host unreachable.
from 172.24.118.86: Destination host unreachable.
from 172.24.118.32: hytes=32 time=227%ms TTL=255
from 172.24.118.32: hytes=32 time{ims TTL=255
from 172.24.118.32: hytes=32 time{ims TTL=255
from 172.24.118.32: hytes=32 time{ims TTL=255
from 172.24.118.32: hytes=32 time{ims TTL=255
from 172.24.118.32: hytes=32 time{ims TTL=255

Only a few requests timed out, and clients can still receive echo packages from the same
management IP.

Step 4: customers can access the management GUI from the same management port IP
% Find: | http://172.24.110.32/ Previous Mext ¥ | Options =
Englsh v

l_HlNQH_ESTERSYSTEh-'IS FlashNAS™ ZFS 3000

i Usemame :

W Password:
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Method 2: FTP

Step 1: check Network Summary

Network

Interface IP Address Subnet Mask MAC Address
Mamto (A - Primary) 172.24.110.32 255.255.254.0 0:D0:23:06:79:46
9 (B - Secondary) 172.24.110.58 255.255.254.0 0:D0:23:0E:79:46
CHO (A) 172.24.110.53 255.255.254.0 0:D0:23:36:79:46
(B) 172.24.110.51 255.255.254.0 0:D0:23:3E:79:46
CHA (A) Offline - 0:D0:23:46:79:46
(B) Offline -—- 0:D0:23:4E 7946
CH2 (A) Offline - 0:D0:23:56:79:46
(B) Offline -—- 0:D0:23:5E:79:46
CH3 (A) Offline - 0:D0:23:66:79:46
(B) Offline -—- 0:D0:23:6E:79:46

Step 2: use FTP client software to connect a share folder

=] in@17224.110.53 - FileZilla

File Edit View Transfer Server Bookmarks Help New version available!

|d-EEFRFIc+Baeaadsn
| Host Usernarme: Password: |ouu | Port | | | Quickconngc\glzl
|

Response: 227 Entering Passive Mode (172,24,110,53,215,34). |~
Command: LIST
Response: 150 Here comes the directory listing.
Response: 226 Directory send OK. |_|
Status: Directory listing successful v |
Local site: |‘\ v | Remote site: |,l' W
=l Desktop e
: - & My Documents
{8 Computer
[+‘I]|:‘3,rJ A
Bl C:
|| Filename* Filesize Filetype Last medified Filenatie Filesize Filetype Last modified Permissions  Ov
== A Floppy Disk Dri... M.
&C: Local Disk i Pool-1 File folder 872772013 %36, drwr-xr-x e
< [ [ >
1|2 directories 1 directory
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Step 3: prepare a file and upload to the share folder

L) VMware-workstation-full-8.0.0-47 1780 Properties “

| Security | Details I Previous Versions
General i Compatibility I Digital Signatures
i
’_!f' Y |VMwareworkstation-full—S.D.M?‘l 780
Type of file:  Application {exe)
Descrption:  WMware Workstation Installer
Location: ChlUsers'\Administrator CADDesktop
Size: 473 MB (496,150,016 bytes)
Size on disk: 473 MB (456,152 576 bytes)
Created: Today. September 3, 2013, 17 minutes ago
Modffied: Thursday, October 27, 2011, 2:25.01 FM
Accessed: Today. September 3, 2013, 17 minutes ago
Attributes: [1Readonly ] Hidden

[ ok |[ cancel

A admin@172.24.110.53 - FileZilla = e X
File Edit View Transfer Server Bookmarks Help New version available!
4 -| iRk BT 0
Hosk [172.24.110.53 Username: Password: |--u- | Portz | | | Quickconnect |E|
Response: 200 Switching to Binary mode. ~
Command: PASV
Response: 227 Entering Passive Mode (172,24,110,53,208,168).
| gCommand: STOR WMware-works@ton-full-8.0.0-471780.exe
Response: 150 Ok to send datz. w
admin@172.24.110.53 x| admin@172.24.110.53 x| admin@172.24.110.533 ¥
Local site: |"l v | Remote site: |jP0|:|I—1,"cifs W
= Desktop -l S
‘| My Documents 5. |, Pool-1
—-18 Computer . cifs

Filename Filesize Filetype Last modified enafine Filesize Filetype Last modified Permissions
o= A Floppy Disk Dri... L

.;,C: Local Disk ClusterSt... File folder 8/27/2013 8:42....  drwmr-xr-x

< 1] < 1] »
2 directories 1 directory

Server/Local file Direction Remote file Size Priority  Status

4§ admin@172.24.110.33

ChUsers\Administrator.CA...  --»> /Pool-1/cifs/NMware-worksta... 496,130,016 Mermal  Transferring
00:00:01 elapsed  00:00:03 left 123,404,288 bytes (117.7 MiBfs)
Queued files (1) Failed transfers (13) Successful transfers (866)
FlEm Queuer 473.2 MIB L R
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Step 4: unplug controller A

admin@172.24.110.53 - FileZilla =R
File Edit View Transfer Server Bookmarks Help MNew version available!
| - rHR&k® TN
‘ Host |172.24.110.53 Usernarme: Password: |0"" | Port | | | Quickconnect |H
Errar: Connection tmed out A
Error: Could not connect to server
Status: Delaying connection for 5 seconds due to previously failed connection attempt..
Status: Connecting to 172.24.110.53:21... I:I
Status: Connecting to 172.24.110.53:21... |~
The FTP client software automatically reconnects to the share folder and continues previously
started file transmission.
File Edit View Transfer Server Bookmarks Help MNew version available!
ek EXPn
| Host: [172.24.110.53 | Usemame: [admin | Password: [seses | port | | [ Quickconnect [+
' Status: Starting upload of C:\Users\Administrator. CADYDesktop\WMware-warkstation-full-8.0.0-471780.exe |~
Cornrmand PASY
Response 227 Entering Passive Mode (172,24,110,53,211,178). [
Comrmand STOR VMware-worksation-full-8.0.0-471780.exe |:
Response 150 Ok to send dats. ™
| admin@172.24.110.53 X | admin@172.24.110.53 X | admin@172.24.110.53 | *
Local site: |\ v | Remote site: | /Pool-1/cifs v
-l Desktop B/
i ] My Documents = . Pool-1
=78 Computer kv cifs
el &
E C
Filenarme ™ Filesize Filetype Last modified Filenafne Filesize Filetype Last medified Permissio
oA Floppy Disk Dri... X .
aC‘ Local Disk . ClusterSt.., File folder 872772013 842, drwsr-xr-x
<] i [>][<] m | [>
2 directories 1 directory
Server/Local file Direction Remote file Size Priority  Status
U admin@172.24,110.53
|:| ChUsers\Administrater.CA..  --»» fPool-1/cifs/VMware-worksta.. 496,150,016 MNormal  Transferring
00:00:15 elapsed  0O0:00:27 left 171,114,486 bytes (12.2 MiB/s)
Queued files (1) l Failed fransfers (15) 1 Successful transfers (872) |
[#]E|@ Queus:4732MiE @@
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Scenarios with I/O running

We also test high availability under 1/0O running conditions to establish the length of time required to
complete the failover process. Based on this test, failover takes less than 100 seconds even with
I/0 running. In other words, the FlashNAS ZFS series offers high availability during “live”
circumstances, with data transiting across the network as failover occurs. High availability is not
limited to “off” or passive conditions (no I/O running).

Test Item Configuration Time (sec) |Remark
1. Create 4 CIFS share folders for controller A and
A: 4(CIFS) 35 create another 4 CIFS share folders for controller B.
B: 4(CIFS) 2. Running IOMeter on all CIFS share folders.

3. During the 1/O, unplug controller A directly.

1. Create 8 CIFS share folders for controller A and

A: 8(CIFS) create another 8 CIFS share folders for controller B.
B: 8(CIFS) 2. Running IOMeter on all CIFS share folders.

3. During the 1/O, unplug controller A directly.

CIFS Share Folder

1. Create 4 iSCSI volumes for controller A and create
A: 4(iSCSI) another 4 iSCSI volumes for controller B.

B: 4(iSCSI) 2. Running IOMeter on all iSCSI volumes.

3. During the 1/O, unplug controller A directly.

iSCSI Volume -
1. Create 8 iSCSI volumes for controller A and create
A: 8(iSCSI) 97 another 8 iSCSI volumes for controller B.
B: 8(iSCSI) 2. Running IOMeter on all iSCSI volumes.

3. During the 1/O, unplug controller A directly.

1. Create 4 CIFS share folders and 4 iSCSI volume for
controller A and create another 4 CIFS share folders

A: 4(iSCSI), 4(CIFS) 92 and another 4 iSCSI volumes for controller B.
B: 4(iSCSI), 4(CIFS) 2. Running IOMeter on all CIFS share folders and all
iSCSI volumes.

3. During the 1/O, unplug controller A directly.
1. Create 8 CIFS share folders and 8 iSCSI volume for
controller A and create another 8 CIFS share folders

CIFS Share Folder +iSCSI Volume

A: 8(iSCSI), 8(CIFS) 97 and another 8 iSCSI volumes for controller B.
B: 8(iSCSI), 8(CIFS) 2. Running I0OMeter on all CIFS share folders and all
iSCSI volumes.

3. During the 1/O, unplug controller A directly.
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Conclusions

In the above scenarios, the FlashNAS ZFS series shows that it provides customers the benefits of a
redundant design. When encountering single controller failure, users do not need to worry about
data loss or lack of access. FlashNAS ZFS series systems carry out failover of all IP and pool
ownership information to the other controller in order to ensure business continuity and
uninterrupted productivity. In terms of data safety and service integrity, the FlashNAS ZFS series
provides a greatly enhanced environment to customers.

Copyright © 2014 Winchester Systems Inc. All rights reserved. Winchester Systems and FlashDisk are registered trademarks, and FlashNAS and
FlashServer are trademarks of Winchester Systems Inc. All other trade names are the property of their respective owners. The information contained

herein is subject to change without notice. Content provided as is, without express or implied warranties of any kind.
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