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Abstract:

This application note provides step-by-step instructions to help you configure
FlashNAS ZFS systems for use with Microsoft Hyper-V and enable simpler
virtual machine live migration. All FlashNAS ZFS systems are tested and
certified compatible with a wide range of virtualization technologies to help
users maximize utility through virtualized environments. They allow more
productivity with less hardware, increasing organizational effectiveness while
helping reduce costs.
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FlashNAS ZFS Series NAS

FlashNAS ZFS is a mid-range to high performance NAS solution for organizations and enterprises
of all sizes, with a focus on SMBs and individual or SOHO users. The FlashNAS ZFS series
delivers unified storage, consolidating file and block-based app server duties. It employs the ZFS
file system to boost data integrity and enable features such as remote replication/access, unlimited
snapshot, secure pool mirror, and efficient compression. All FlashNAS ZFS products are compatible
with Windows Server, VMware, and Citrix, and are very user-friendly. They ensure high availability
through redundant hardware components, including dual controllers and power supplies. In addition
to better reliability, their modular build promotes faster and simpler maintenance and upgrades.
Usability is improved via Global Namespace support, which brings streamlined yet intricate
management, while for scalability the future-proof FlashNAS ZFS series can grow to 256 drives and
1.5PB via JBOD.

Windows Server 2012 and Hyper-V

Microsoft Hyper-V Server virtualization technology works with Microsoft Server 2012, but can be
used standalone thanks to compatibility with non-Windows operating systems. Hyper-V is a
compact software suite, with low system requirements. It is very useful for storage server
consolidation, and a common solution for virtual desktop infrastructure (VDI) setup. It allows users
to run Windows on a host of virtual desktops, with easy access and clear management. Hyper-V
supports multiple live migration operations across physical storage, all in a secure environment that
automatically prioritizes data movement by importance or frequency of access. Hyper-V works well
on FlashNAS ZFS series products since it is very scalable, and capable of virtualizing nearly any
workload. With FlashNAS ZFS and Hyper-V, you get more utility out of hardware with minimal effort,
as the familiar Windows Server environment does not require new advanced skills.
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Using FlashNAS ZFS with Hyper-V

To ensure host high availability and fast failover performance, we leverage Windows clustering with
two hosts as the operating environment for our Hyper-V demonstration configurations.

System Topology

Cluster: SR
vmt] \ vm2]
(
N1

FlashNAS ZFS Series

Figure 1: topology

The FlashNAS ZFS series provides storage with high availability to clustered servers. We then
create a virtual machine on each cluster server, and perform live migration to transfer a virtual
machine from the N1 cluster server to the N2 cluster server. Figure 1 shows the complete topology.
In addition, the FlashNAS ZFS series also provides great performance with dual controllers on
select models. To maintain stable load balancing, we recommend having pool 1 managed by
controller A for the quorum disk, and pool 2 managed by controller B for the cluster shared volume
as figure 2 shows.

Quorum Disk | |CIusterShared Volume

Wi { W1
Pool-1 4 Pool-2

(ControllerA) . (ControllerB)

Figure 2: load balancing
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Adding Hyper-V Server Role in Windows Server 2012

Step 1: enter the host motherboard BIOS -> enable virtualization-related features

Step 2: launch the Windows Server 2012 Server Manager Dashboard, and then click Add

Roles and Features

=

Before you begin

Add Roles and Features Wizard

DESTINATION SERVER
Mi.cad.com

This wizard helps you install roles, role services, or features. You determine which roles, role services, or
features to install based on the computing needs of your organizaticn, such as sharing documents, or
hosting a website.

To remove roles, role services, or features:
Start the Remove Roles and Features Wizard

Before you continue, verify that the following tasks have been completed:

* The Administrator account has a strong password
* Metwork settings, such as static IP addresses, are configured
* The most current security updates from Windows Update are installed

If you must verify that any of the preceding prerequisites have been completed, close the wizard,
complete the steps, and then run the wizard again.

To continue, click Next.

[[] Skip this page by default

Install Cancel

BE |

Step 3: select the Hyper-V role

=

Add Roles and Features Wizard

_I:I-

DESTINATION SERVER

Select server roles N1.CAD.com

Confirmation

Select one or more roles to install on the selected server.

Roles Description

A Hyper-V provides the services that
you can use to create and manage
virtual machines and their resources.

[] Active Directory Certificate Services
[] Active Directory Domain Services
Each virtual machine is a virtualized
computer system that operates in an
isolated execution environment. This
allows you to run multiple operating
systems simultanegusly.

[ Active Directory Federation Services

[[] Active Directory Lightweight Directory Services
[T] Active Directory Rights Management Services
[] Application Server

[] DHCP Server

[C] DNS Server

[] Fax Server

| File And 5
Hyper-V
[ Network Pl%:‘,f and Access Services

[ Print and Document Services

[] Remote Access

[] Remote Desktop Services

< Previous Install Cancel
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Step 4: select Virtual Switches

Before You Begin
Installation Type
Server Selection
Server Roles

Features

Hyper-V

Migration
Default Stores

Confirmaticn

Create Virtual Switches N1.CAD com

DESTIMATION SERVER

Wirtual machines require virtual switches to communicate with other computers. After you install this
role, you can create virtual machines and attach them to a virtual switch.

Cne virtual switch will be created for each network adapter you select. We recommend that you create
aft least one virtual switch now to provide virtual machines with connectivity to a physical network. You
can add, remaove, and medify your virtual switches later by using the Virtual Switch Manager.

Network adapters:
Name Description
Ethernet 2 Intel(R) 82575EB Gigabit Network Connection

(i We recommend that you reserve one network adapter for remote access to this server. To reserve 3
 network adapter, do not select it for use with a virtual switch.

<Previous | [ Next> | | nstall | [ Cancel

Step 5: check “ Allow this server to send and receive live migration of virtual machines”

DESTIMATIOMN SERVER

Virtual Machine Migration Ni.cadcom

Before You Begin
Installation Type
Server Selection
Server Roles
Features
Hyper-v

Virtual Switches

Default Stores

Confirmation

Hyper-\ can be configured to send and receive live migrations of virtual machines on this server.
Configuring Hyper-\' now enables any available network on this server to be used for live migrations. If

you want to dedicate specific networks for live migration, use Hyper-V settings after you install the role.

Allow this server to send and receive live migrations of virtual machines

—Authentication protocol
Select the protocol you want to use to authenticate live migrations.
(@ Use Credential Security Support Provider (CredSSP)
This protocol is less secure than Kerberos, but does not require you to set up constrained
delegation. To perform a live migration, you must be logged on to the source server.
) Use Kerberos

This protocol is more secure but requires you to set up constrained delegation in your
environment to perform tasks such as live migration when managing this server remotely.

i, If this server will be part of a cluster, do not enable migration now. Instead, you will configure the
server for live migration, including specifying networks, when you create the cluster.

<Previous | | MNext> | | Install | [ Cancel

Step 6: restart your computer
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Adding Virtual Machines in Hyper-V

File  Action

Wiew  Help

Step 1: launch New Virtual Machine role

= 2E HE

% Failower Cluster Manager

. Roles (0)
4 % SRLY.cad.com

E g ?tz | Canfigure Role... Stz Type
b % e | Wirtual hachines... 3 | e Wirtual Machine.l\
Clu Create Empty Rale | Mews Hard Disk... &
Wiew 3
Refresh
Help
ND ferms fowimd,

Step 2: choose one cluster node

s~ i+l

Owrner Node Prio

Select the target cluster node for Virtual Machine creation,

| Actions

&

&

Look for:
2 Search Clear
Cluster nodes:
MName Status
Pan (¥ Up |
N2 ® up
ok || cancel

Configure Raole..,
Wirtual Machines...
Create Empty Role
Wiew

Refresh

Help
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Step 3: in the New Virtual Machine wizard, specify a name for the virtual machine and the
location you would like to store it

" New Virtual Machine Wizard -

A .' Specify Name and Location

Choose a name and location For this wirtual machine.

The name is displaved in Hyper-¥ Manager, We recommend that you use a name that helps yvou easily
Bssign Memory identify this virtual machine, such as the name of the guest operating system or workload.

Configure Metworking Mame: |'\-'Ml

Connect Yirtual Hard Disk ‘ou can create a folder or use an existing Folder ko store the virbual machine, If vou dont select a

Installation Options folder, the wirtual machine is stored in the default Folder configured For Ehis server,
SUMMAarY Store the virtual maching in & different location
Location: |C:ﬁ,CIusterStorage'l,Vqumel'l, | | Browse. ..

/1, T you plan to bake snapshots of this virtual maching, select a location that has enough free
space, Snapshots include virbual machine data and may require a large amount: of space,

< Previous | | Mext > | | Finish | | Cancel

Step 4: specify the memory you would like to allocate to the virtual machine

e New Virtual Machine Wizard -
[ :
[ I Assign Memory
- 1
Before You Begin Specify the amount of memory to allocate ko this virtual machine, You can specify an amount From &

ME through 11190 MEB, To improve performance, specify more than the minimum amount recommended
for the operating system,

R AR Skartup memory: 1024| MB

Configure Metworking

Specify Mame and Location

[ Use Dynamic Memory For this virkual machine,
Connect Virtual Hard Disk,

|ﬁ, When you decide how much memory to assign to a wirtual machine, consider how wou intend to

InebalatorOptions use the virtual machine and the operating system that it will run,

Surmary

£ Previous | | Mexk = | | Finish | | Cancel
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Step 5: configure networking

L. New Virtual Machine Wizard -

*J Configure Networking

Before You Begin Each new virtual machine includes a network adapter, You can configure the network, adapter ko use &

wirbual switch, or it can remain disconnected,
Specify Mame and Location :

Assign Memary Conneckion: |Mot Connected "

Configure

Connect Yirtual Hard Disk
Installakion Options

Summary

< Previous | | Texk = | | Finish | | Cancel

Step 6: specify the name, location, and size of the virtual hard disk you would like to create
to store the operating system of the virtual machine

e Mew Virtual Machine Wizard -
| : =
5 k| Connect Virtual Hard Disk
e~
Eefore You Begin & virtual machine requires storage so that you can install an operating system, You can specify the
o storage now or configure it later by modifying the virtual machine’s properties.
Assign Mamory ®) Create a virkual hard disk
o Fiotne Matwerking Use this option to create a dvnamically expanding virkual hard disk with the default format (WHD®).

Connect Yirkual Hard Mame:; |VM1 whdx |
Installation Options

Location: |C:'l,CIusterStorage'l,\-'olumeI'LVMl'l,\-'irtuaI Hard Disks), || Browse, ..

Size: B (Maximum: &4 TE)

) Use an existing virtual hard disk

Surnmary

Ise this option to attach an existing virtual hard disk, either YHD or YHDX Format,

C\UsersiPubliciDocurnentsiHyper-vivirtual Hard Disks),

() Attach a virtual hard disk later

Use this option to skip this step now and attach an existing virtual hard disk later,

< Previous | | Mexk = | | Finish | | Cancel
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Step 7: select physical CD/DVD or image file installation of the operating system

e

Before You Beagin

Specify Marme and Location
Assign Memory

Configure Metworking

Connect Wirtual Hard Disk.

Installation Options

Surnmary

MNew Virtual Machine Wizard -

[ &.‘ Installation Options
o

‘fou can install an operating system now if vou have access to the setup media, or wou can install it
later,

() Install an operating system later

(@ Install an operating system from & boot CO/DYD-ROM
Media

® Physical COJDVD drive:

() Image file { isa):

() Install an operating system from a boat Floppy disk

() Install an operating system From a network-based installation server

< Previous | | Mexk = | | Finish | | Cancel

Step 8: complete the new virtual machine and view wizard summary

L

Before You Begin

Specify Marme and Location
Assign Memory

Configure Metworking
Connect Wirtual Hard Disk.

Installation Options

Summary

New Virtual Machine Wizard -

[ *II Completing the New Virtual Machine Wizard

You have successfully completed the Mew Yirtual Machine Wizard, You are about to create the
Following wirtual machine.

Description:
Marne: W1
Memory: 1024 MB
Metwork; IntelR) S2575EG Gigabit Nebwork Connection - Virtual Switch
Hatd Disk: Ci\Clusterstorageivolume w1 Wirtual Hard Disks\yM 1. vhdx (vHDY, dvnarmically

Cperating System: Wil be installed From D:

S 1] >

To create the virtual machine and close the wizard, click Finish,

t Finish | | Cancel
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Step 9: complete the creation process, and the virtual machine is ready. Click the Start
action to begin operating system installation

Sgarch
Name Statos Tarpe Crwener Node Prinrity Information
3, TH1 ®ott = Medinm
= Epj Connect...
ERTY (%) Rk | o) Medium
_5_’_, Settings...
31 | Manage..
&0 | Replication 3
ﬁ Mave 3
ﬁ Cancel Live Migration
@ Change Startup Pricrity 2
@ Information Details,
Show Critical Events
é‘; Add Storage
@ Add Resource ’
<] More Actions ] m
= Remaove
v _Z_h TM1 x
Properties

Step 10: configure virtual machine failover/failback. Begin by right clicking on the virtual
machine you just created and select Properties

S
B
File Action View Help
i
B Failover Cluster Manager Roles (2)
=2
4 B SRL¥.cad.com :
T Roles Search 2| Quesies w1 v | vl
i @ by Neme Status Type Owner Node Frioity Information
b ELongs 2, M1 n sl Marhing N1 Med
b 5 Networks 5 B[ Groea e L
Cluster Events 2. M2 o - Machine ol Medinm
@ |save
® | shut Down
@) | Tum OF
27 | Settings...
3 | Manage..
YF | Replication »
B | Move »
38 | Cancel Live Migration
() | Change Startup Priarity »
& | Information Details.
Show Critical Events
& | Add Storage
% | Add Resource »
<] Mt Aiitis ’ " | >
v &N@ q K Remore Boefored Owners: sy sode
Propertieg, |
Hame Statos Information
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Step 11: in the General tab of the Properties page, select Auto Start if you want the virtual
machine to automatically start operating after failover occurs

VM1 Properties -
||_“f'i! Whi1

Wame:
|VM1

Preferred Owners

Select the preferved owsners for this clustered role. Tee the buttons to

list them in order from most preferved at the top to least preferred at the
bottom.

i
2

Prianity: Medinm W
Statos: Founning
Node: n1
QK || Cancel || Apply

Step 12: in the Failover tab, you can set the proper failover/failback policy for the virtual
machine

VM1 Properties -
Failorer

Failowver

Specify the number of times the Cluster service will attempt 1o restart or
fail over the clustered mole in the specified perind.

If the clustered mole fails more than the maxdmuom in the specified
period, it will be left in the failed state.

Masimum failores in the specified il -

period: ]

Period (howes): 3 -
Failback

Specify whether the clustered role will antomatically fadl back to the
most prefered owner (which iz 2ot on the General tab).

(®) Prevent failback
() Allow failback

Ll><)>

More about failover and failback

0K | | Cancel Apply

Page 12/ 17



Using FlashNAS ZFS Systems with Microsoft Hyper-VServer 2012 and Live Migration

Performing Live Migration

Live migration allows you to quickly and transparently move operational virtual machines from one
node of the failover cluster to another node in the same cluster without a dropped network
connection or downtime. In other words, the migration is live because the virtual machines continue
working as it takes place, preventing impact on your productivity. After completing failover clustering
and clustered shared volume (CSV) configuration as above, simply follow the steps below to

perform live migration.

- Cluster: SR -

[

FlashNAS ZFS Series

(1)

VM1
Cluster: SR
) 2|
[

|
N1 N2

FlashNAS ZF5 Series

(3)

£ X

!
N1 N2

v

Cluster: SR
1 e

[

|
N1 N2

v

FlashNAS ZFS Series

(2)

I\

Cluster: SR =
N2

wwﬁ“ |
- - S

FlashNAS ZF5 Series

(4)

Figure 3: virtual machine live migration steps

For our demonstration, we are migrating VM1 from the N1 clustered server to the N2 clustered

server as figure 3 shows.
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Verification of Live Migration

We use the ping method to verify live migration. For example, we have the network IP address for a
specific virtual machine, like VM1 from our demonstration, which is found at IP 172.24.110.31.

Network Connection Details .
Metwork Connection Details:
Property Value ~
Physical Address 00-15-6D-6E-55-01
DHCP Enabled Yes
IPv4 Address 172.24.110.31
ey
IPv4 Subnet Mask 2hb.255.254.0
Lease Obtained Friday, September 13, 2013 4:25:15F
Lease Expires Saturday, September 14, 2013 4:25.4
|Pv4 Default Gateway 172.24.111.254
IPv4 DHCP Server 192.168.99.12
IPv4 DNS Servers 152.168.39.11 =
192.168.99.12
IPv4 WINS Servers 152.168.39.11

192.168.99.12
MetBIOS over Tepip En...  Yes
Linkdocal IPvE Address fe80::4d68:af61:22cb b B8c%19
IPv6 Default Gateway
IPvE DNS Server

< m >

Close

We can then check virtual machine status via the ping command during the live migration process.

o1 Administrator: Command Prompt I;li-

tslUserssAdministrator.CAD>ping 172.24.118.31

inging 172_.24_118.31 with 32 bytes of data:

eply from 172.24_118.31: bhytes=32 time<ims TTL=128
eply from 172.24.118.31: bhytes=32 time<ims TTL=128
eply from 172.24.118.31: bytes=32 time<imsz TTL=128
eply from 172.24.1180.31: hytez=32 time<ims TTL=128

ing statistics for 172.24.118.31:

Packetz: Sent = 4, Received = 4, Lost = B (Bx lossl.
pproximate round trip times in milli-—seconds:

Minimum = Bmsz. Maximum = Bms,. Average = Bms

wlzerssAdministrator . CAD

Page 14/ 17



Using FlashNAS ZFS Systems with Microsoft Hyper-VServer 2012 and Live Migration

Step 1: in the Failover Cluster Manager, select the virtual machine you would like to migrate
and right click on it, then select Move -> Live Migration -> Select Node

File Action ‘iew Help

= n
23 Failover Cluster Manager
a B SRLV.cad.com
[ Roles Search S Gueres w (| v | v
2 g ?t”d“ Neme Status Type Ouwner Node Pririty Information
I a Storage — =
b 58 Nebworks 2. M = irtual Machine N1 Medivm

Connect.. :
Cluster Events 5. 7™ irtval Machine Nz Medinm

Start

Save

Shut Down
Turn Off

Settings..
Manage...

Replication 5

Move v|[35 | Live Migration »|[# | Best Possible Node
Quick Migration » [ [ select Noge..
hy

Cancel Live Migration

|1

Change Startup Priority 3 Virtual Machine Storage |

Information Details...
Show Critical Events

Add Storage
Add Resource 3

Mare Actions i 5 L2

=

Remove Prefered Oumers: Loy mode

DX DEE:LEEE L 0000 &

el

Properties

Slatus Information

g

Step 2: we only have the other node to look at, since as noted before we are using a

two-node cluster

Select the destination node for live migration of "'WM1" from 'N1".
Look for:

L Search Clear
Cluster nodes:
Mame Status

| 3 N2 ® up |

ok || Cancel
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Step 3: after live migration is complete, verify the Owner Node of the virtual machine has
changed

Search Cueries » [l * [ v
Mame Status Type Crner Node Prioity Information
; V1 -'\] Live Migrat-==  Virtnal Machine N1 Medm Live Migmting, 3% completed
; V2 (:' Running Virtual Machine hip) Mediom
Roles (2)
Name Status Type Cwmer Node Priavity Information
=, Vil (4) Running Virtual Machine N2 Medimm
; V2 1\ Fumning Virtual Machine nz Iedivm

Step 4: check the package receiving status via the ping command

= (o=

ot Administrator: Command Prompt - ping 172.24.110.31 -t

sUserssAdministrator .CAD>ping 172.24.118.31 -t

inging 172.24.118.31 with 32 hytes of data:
from 172.24.118.31: bytes=32 time<imns
from .24.118.31: hytes=32 time<ims
from .24.118.31: hytes=32 time<ims
from .24.1108.31: hytes=32 time{ims
from .24.118.31: hytes=32 time<ims
from .24.1108.31: hytes=32 time<ims
from .24.118.31: hytes=32 time{ims
from .24.118.31: hytes=32 time=1ms
from .24.1108.31: hytes=32 time=1ims
from .24.118.31: hytes=32 time<ims
from .24.110.31: hytes=32 time{lims
from .24.118.31: hytes=32 time=1ims

i out.

out .

PA.24.118.31: hytes=32 time<ims
.24.118.31: hytes=32 time<ims
.24.1108.31: hytes=32 time{ims
.24.118.31: hytes=32 time<ims

eply from 1

As shown in the screenshot above, the virtual machine returned two timeout requests during live
migration.
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Conclusion

With FlashNAS ZFS series systems and their assured virtualization support, making the most of the
new features and capabilities of Windows Server 2012 is easy and reliable. Functions such as CSV
and Hyper-V live migration are simplified and convenient, and can be achieved by many team
members other than IT experts. FlashNAS ZFS series solutions also provide the high performance
and availability required to sustain smooth and stable shared storage with extensive virtualization.
Like all FlashNAS, the new models were designed as a platform for Windows Server 2012
environments, as well as virtualization using other operating systems. They allow you to fully realize
your IT infrastructure potential to gain utmost benefit from hardware investment while helping keep
costs under control. Winchester Systems will continue to develop virtualization-centric solutions,
and our support network means systems are regularly updated to stay compatible with new
software.

Copyright © 2014 Winchester Systems Inc. All rights reserved. Winchester Systems and FlashDisk are registered trademarks, and FlashNAS and
FlashServer are trademarks of Winchester Systems Inc. All other trade names are the property of their respective owners. The information contained

herein is subject to change without notice. Content provided as is, without express or implied warranties of any kind.
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