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Abstract:

These application notes offer a convenient step-by-step deployment
guideline for making the most of the high availability and reliability delivered
by Winchester Systems FlashNAS ZFS redundant NAS storage systems.
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FlashNAS ZFS Series

FlashNAS ZFS series systems deliver truly consolidated storage systems for application server and
file server deployment. They are available in a wide variety of hardware configurations, including
high availability active/active dual controllers for assured redundancy and fast failover. Power
supplies are also redundant and energy-efficient. In all situations, FlashNAS ZFS products protect
your data and continued ability to work and provide services to your customers. Additionally,
controllers, power supplies, and cooling modules use a modular cable-free design that makes
installation, maintenance, and upgrades simple and quick.

FlashNAS is enhanced by the ZFS file system, which has sophisticated data corruption prevention
and healing capabilities built in. You gain access to features such as unlimited snapshot, remote
replication, and pool mirror. Powerful computing components and up to 1.5 PB in storage via JBOD
make FlashNAS ZFS series systems highly scalable and capable solutions for every enterprise and
organization.

Active/Active Dual Redundant Controllers

Select FlashNAS ZFS series models provide active/active dual controller architecture instead of an
active/standby design. Having both controllers remain active concurrently translates into twice the
system performance and much better high availability protection with significantly more rapid
failover. If one controller requires maintenance or otherwise stops working, its twin immediately
takes over to ensure continuity. In an active/standby design, there is a much longer delay before the
second controller kicks in.

User-Friendly and Detailed Interface

The comprehensive GUI helps customers manage FlashNAS ZFS systems with ease, providing
clear information and intuitive management for all configurations.
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System Information

NAS System / Components / Peripheral Devices Status

Device Information :

View the model name, version information, and profiles of hardware components.

Model Name: FlashNAS 3000
Software Version: 3.3.8
Service 1D: 8487975
CPU:
Controller CPUID Manufacturer Speed Family
A CPUD Intel{R) Corporation 3300MHz Intel{R) Core(TM) i3-2120 CPU @ 3.30GHz
B CPUD Intel{R) Corporation 3300MHz Intel(R) Core(TM) i3-2120 CPU @ 3.30GHz
Memory :
Controller Memory ID Type Location Size
A Mem 0 DDR3 ChannelA-DIMMOD 8192MB
A Mem 1 DDR3 ChannelA-DIMM1 8192MB
A Mem 2 DDR3 ChannelB-DIMMO 8192MB
A Mem 3 DDR3 ChannelB-DIMM1 8192MB
B Mem 0 DDR3 ChannelA-DIMMO 2192MB
B Mem 1 DDR3 ChannelA-DIMM1 8192MB
B Mem 2 DDR3 ChannelB-DIMMOD 8192MB
B Mem 3 DDR3 ChannelB-DIMM1 2192MB
Network
Interface IP Address Subnet Mask MAC Address
Momt1 (A - Primary) 192.168.150.95 255.255.255.0 00:21:3a:11:84:27
(B - Secondary) 192.168.150.96 255.255.255.0 00:21:32:19:84:27
cHO (A)0.0.0.0 255.0.0.0 00:21:3a:51:84:27
(B) 0.0.0.0 255.0.0.0 00:21:32:58:84:27
CH1 (A)0.0.0.0 255.0.0.0 00:21:32:61:84:27
(B) 0.0.0.0 255.0.0.0 00:21:32:69:84:27
CH2 (A)192.168.150.80 255.255.255.0 00:21:3a:71:84:27
(B) 192.168.150.117 255.255.255.0 00:21:32:72:84:27
CH3 (A) 192.168.150.74 255.255.255.0 00:21:3a:81:84:27
(B} 192.168.150.118 255.255.255.0 00:21:32:89:84:27
Dashboard
Hardware Stafus
Monitor the usage of hardware components: CPU, network bandwidth, internal memary, and disk drives.
CPU 100% Network 100%
« Controller A| = CPU (A) 6% CPU (B): 3% « Controller A| = Network (A) 0% Network (B). 0.01%
« Controller B < Controller B
Memory 100% Disk 100%

= Controller A

« Controller B

Total (A 93.0% 103 (A) 38.0%
mTotal (B): 41.0%®OS (B). 30.0%

CIFS 100
# Controller A| = Cifs (A): 0 connections = Cifs (B): 0 connections
« Controller B

HNDMP 100
» Controller A| = Revert (4): 0 MB' Backup (A} 0 MB

mRevert (B): 0 MB/mBackup (B): 0 MB

= Controller B

Volume 100
# Controller A| = Read (A) 0 KBl 'Read (B): 0 KB
~ Controller B)

« Controller A

« Controller B

Disk (A} 16.0% “Disk (B). 0.0%

Software Status

Monitor the status of network senvices: number of connections, number of users, and the amount of transactions

= Controller A

« Controller B

« Controller &

« Controller B

HFS 100
V3 (A). 0 conneclions = V4 (A). 0 connections
m'V3 (B): 0 connectionsmV4 (B); 0 connections
FTP 100
FTP (A} 0 users! FTP (B} Dusers
Volume 100

« Controller &

« Controller B

Write (A} 0 KB Write (B); 0 KB
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Deployment

For customers who need large capacity more than premium performance, we recommend
deployment cases 1 and 2. Deployment case 3 has been designed for customers who place an
emphasis on high speed performance over capacity. The flexibility of FlashNAS ZFS series
solutions allows them to cater to nearly every scenario along these lines.

Deployment Case 1. 16 HDD Deployment with two pools

Pool-1 : Pool-2

(ControllerA) . (Controller B)

Figure 1: Intelligent Wizard Allocation

Follow the steps below to create a typical setup that uses all available drives in a redundant NAS
configuration. For the purposes of this example, we use 16 NL-SAS 4TB HDDs to create two pools
which are assigned to controller A and controller B, respectively. The Intelligent Setup Wizard

helps us complete configuration with minimal effort. Choose RAID 6, and the wizard will group the
HDDs into two pools automatically as shown. This configuration offers active/active controller
redundancy and also leverages the computing power of both controllers to increase overall NAS
performance.

Step 1: enter and confirm your password

Bysn * | system
Neswork |
| the device name, timezone, and administraior password.

Sorage I
users Host Name (Controler A) FlashiAS_A

Host Mame (Controller B) FlashiMAS_B
- Timezone (GMT-05:00kE astern/New York V]
SumMmary Password _' ? ) 1

Confinm Password (osans] |

 mex |
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Step 2: click Next

N St Network
View the network interface status and specify the IP address.

Storage

Users Interface IP Address Netmask Gateway Link
gm0 (Primary) OpHer ®@[10002 | [255256.0.0 | ] ]

i CHO (Controller A) ®pHeer 10003 255.255.255.0 e

S CH1 (Controller A) @pHer  ©O10.0.0.4 255.255.255.0 ®
CH2 (Controller A) @pHer  ©10.0.05 255 255 2550 ®
CH3 (Controller A) ®pHce (10006 265.255 255.0 )
Ngmto (Slave) ®@pHer  O[10.0.07 255.255.255.0 C]
CHO (Controller B) @pHer O[10.0.0.8 255.255.255.0 Ll
CH1 (Controller B) @pHoe  O[10.0.09 255.255.255.0 @
CH2 (Controller B) ®@pHep  ©[10.0.0.10 255.256.255.0 ®
CH3 (Controller B) ®pHee C[100011 2552552550 @

[ e [ wepy, |

Step 3: use default RAID 6 settings for pool 1

WP 5w Storage

7" — Storage Pool (For Controller A)

Enter the pool name and choose the data protection level.

Storage 'S
Users Pool Name: [Fgoi-1
Data Profection Level:
Shares
— & O RAID 1: Provides best protection. Your data will be mirrored.
Summary

@) 1«} RAID 6: Provides protection against fwe simultaneous drive failures.
) © RAID5: Provides protection against one drive failure.

&) © RAID0: Provides no protection but offers maximum capacity.

) O Configuring storage after system initalized

Number of Drives: 8

Usable Capacity: ~ 21.83TB
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Step 4: use default RAID 6 settings for pool 2

INER Syt Storage

= Storage Pool (For Controller B)

Enter the pool name and choose the data protection level.

Storage »
Users Pool Name: [Pool-2
Data Protection Level:
Shares
= [ O RAID 1: Provides best protection. Your data will be mirtored.
Summary

] % RAID 6: Provides protection against two simultaneous drive failures.
[ O RAID5: Provides protection against one diive faiure.

) © RAID 0: Provides no protection but offers maximum capacity.

) O Configuring storage afer system intilized.

Number of Drives: 8
Usable Capacity: 2183 T8

Step 5: select Next in all following steps

A R Users
o Network
Add user accounts. Create the home directory if necessary.
o Storage
T » Name Password Confirm Password Home Directory
[guest | [sesss | [oosss | ™
Shares
[ ] | ] | O
Stifmmery [ ] [ ] [ ] O
g atsen Shares
@ Moot Shared Folder
Create folders o be shared and configure access rights.
o Storage
o Users Folder Access Rights
Eonshare @ Full Control © Read Only
Shares »
— 2 Full Control y
S Full Coniral
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Step 6: You will see the 16 drives equally divided into two pools and assigned to their
respective controllers

H"IN CHE: 51' ERSYSTEMS"

+ il Status Pool =

D Lole

S5ty

Poed Create and wirtual posls. o, allow you 89 Bemiations of individual dak drives. Poot can b drhves withont

‘3 g sl wy you ¥ physical capacity axpanded by
— ek Mama Uid Spacs i Spaci Uiniligation Status Maondis Sean Derduplication Ratis Aasigned Oamer [Carent]
Fa:” Podk1 o 213578 0.00% Orline Hone % AN

e

g ; Posk2 oB 2135T8 080% Criioe Hone 0% BB

: :»J Masflenacen Croate Leparad () nebte Dt [ ot o

L L 1]
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Deployment case 2: 16 HDD deployment with one pool

In the event that customers prefer to create just one pool, the controllers are placed in
active/standby mode. Although performance and failover are not as fast in this configuration as in
deployment case 1, high availability is still offered with one controller backing up the other. The
advantage of having one pool is more consolidated large storage capacity, as all drives are pooled
together.

Pool-1

(ControllerA)

Figure 2: high capacity with high availability protection

Step 1: select Storage -> Pool -> Create

WINCHESTERSYSTEMS'

Storage | Pool Welcome admin - Logout | Links¥
4 Status ]
i{j Configuration Pool
= (| storage Virtual Storage Pools

:j Pool Create and manage virtual storage pools. Virtual storage pools allow you fo consolidate storage beyond the physical limitations of individual disk drives. Pool capacity can be expanded
Volume when necessary by adding more drives without reformatting or repartitioning.

= Disk

E ssp Name Used Space Free Space Utilization Status Media Scan Assigned Owner (Current) ‘

Folder :
?Accﬂunt Craale\ Expand II Edit |I Delete I[ Details ]l Import ][ Export ][ Assign I

£ Backup
‘&{ Maintenance
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Step 2: select 16 HDDs with RAID 6 to create pool 1 and assign it to controller A

Create Pool x
Select Pool Elements
Pool Name
[Pool-1 |
RAID Level
[RAID® v]
Owner
[Controller A v
Available Disk
Disk List =] Select All
Disk Size
M Slot1 3.63TB H
1 siot2 3.63TB
1 Slot3 363TB
1 Slot4 3.63TB
M siot5 363TB
V| Slot 6 3.63TB
V1 siot7 363TB
M siots 3.63TB
¥ Slot9 3.63TB
M siot10 3.63TB y
1 slot 11 36318
Step 3: click OK to finish creating pool 1
Create Pool x
Summary
Pool Name : Pool-1
Member Drives : 16 drives
RAID Level : RAID 6
Available Size : 50.94 TB
ZIL : no drive
L2ARC : no drive
Spare Drives : no drive
Back || ok || cancel

Step 4: view pool 1 configuration

Welcome admin o Logout [} Linksw
Pool ?
Vil Storage Pocks
| Virhual sioeago pooks abow you sdale Beyond e plysic o cividual sk dives. Pool copacky can bo expanded when necessary by adding mom dehers wihoud
rofuTiang o repartioning
[ Hama Lsed Space Free Space Utilirstion Status [ DCeduplication Hatio ‘Assigned Cwmed {Cerrant) |
| et ® s Do Onine Hane % AW |
I
et Lo E ekt [ ot Export Mumiges
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Deployment case 3: 12 HDD + four SSD deployment (two pools)

Pool-1 , Pool-2

(ControllerA) . (Controller B)
510 e 151 B SSD SSD

Figure 3: high performance deployment

This is a very high performance deployment scenario, leveraging SSDs via ZIL and L2ARC. This
setup makes full use of the computing power, speed, and redundancy of the FlashNAS ZFS series
dual controllers, and is the most desirable configuration whenever possible.

Step 1: select Storage -> Pool -> Create

Explorer
Storage | Pool Welcome admin - Logout | Links¥

4 Status ]
i{j Configuration Pool
= (| storage Virtual Storage Pools

:j Pool Create and manage virtual storage pools. Virtual storage pools allow you fo consolidate storage beyond the physical limitations of individual disk drives. Pool capacity can be expanded

Volume when necessary by adding more drives without reformatting or repartitioning.

= Disk

E ssp Name Used Space Free Space Utilization Status Media Scan Assigned Owner (Current) ‘

Folder :
?Accﬂunt Craale\ Expand II Edit |I Delete I[ Details ]l Import ][ Export ][ Assign I

£ Backup
‘&{ Maintenance
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Step 2: select six HDDs with RAID 5 to create pool 1 and assign it to controller A

Create Pool

»

Select Pool Elements

PoolName
|Pool-1 |
RAID Level
[RAD S [=]
Owner
| Contraller & [=]
Available Disk
Disk Size
Slat1 3.63TB =
Slot2 3.63TB
Slot 3 3.63TB
Slot 4 3.63TB |
Slots 363TB
Slot 6 3.63TB
[Clsiat7 363TB
[Clsiats 363TB
Slotg 363TB
[CIslat10 363TB
[CIslat 11 36318 -

Next | | cancel

Step 3: select two SSDs using ZFS Intent Log (ZIL) with mirror to enhance data protection

Create Pool

x

Configure £F5 Intent Log (ZIL)

Available Disk
Disk Size
Slot13 745.21GB
Slot 14 745.21GB
[l siot15 745.21GB
[Csiot 18 745.21GB
Data Protection
Mirrar -
Mane

pme==Esy = —————————

| [ ot ] [ cancel
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Step 4: select the same two SSDs as Second Level ARC (L2ARC) to enhance read

performance

Create Pool

Configure Second Level ARC (L2ARC)

Available Disk

Disk Size

¥ sl0t13 745.21GB

Slot 14 745.21GB

[Csiot1s 745.21GB

[CIsiot 16 745.21GB

l [ Cancel

Step 5: click OK to finish creating pool 1

Create Pool

Summary

Fool Mame : Pool-1

Member Drives : 6 drives

RAID Level : RAID 5

Available Size 1 18.18 TB

ZIL : 2 drives with data protection
LZARC : 2 drives

Spare Drives : no drive

| |

Cancel

Step 6: select Storage -> Pool -> Create

WINCHESTERSYSTEMS

Sterage | Pool Webcome admin = L Logout [ Linaw
0 vy Pool
Y CONBEwEON
i R Cowae B ManagE VIR WIOE Do Vil o it sl ITMEARONS of AT G155 Griets. P00l CIDATY GaN BF Sanded WhHen DICESEIY Oy #0003 more SIS winou |
j Fool IR O FOpANSGNING
[' Vil Rara Unéd Soace Tree Space Wirabcn Slates Rbadies S0 Dnetuphe abion Ralix Nbhigned Chnsai [CiTant]
- Disk Fosk-1 | 177778 nos ik tians s Ak
= sso Craste Expand it Olete Destadds Export Aasign
# ws Folder Le)
+ @ Account
& &l Backup
G Maintenance
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Step 7: select six HDDs with RAID 5 to create pool 2 and assign it to controller B

Create Pool

®

Select Pool Elements

Pool Name
|Pool-2

RAID Level
[RAID 5

[=]

Owner
|L(_3__0ntrollerEl

[=]

Available Disk

DiskList [ Select All

Disk Size

Slot 7 3 .63TB
[VIsiota 36378
Slota 363TB
Slot 10 3.63TB
Slot 11 183TB
Slot12 3.63TB
[CIsiot15 74521GB
[Clalot 18 7452108

Next || cancel

Step 8: select two SSDs as ZFS Intent Log (ZIL) with mirror to enhance data protection

Create Pool

¥

Configure ZFS Intent Log (ZIL)

Available Disk

Disk Size
Slot 15 745.21GB
Slot 16 745.21GB

Data Protection

| Mirrar

[=]

Step 9: select the same two SSDs as Second Level ARC (L2ARC) to enhance read

performance

Create Pool

| Back

J [

Next | | cancel

]

Configure Second Level ARC (L2ZARC)

Available Disk

Disk Size
Slot15 745.21GB
Slot 16 745.21GB
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Step 10: click OK to finish creating pool 2

Create Pool

Summary

Pool Name : Pool-2

Member Drives : 6 drives

RAID Level : RAID &5

Available Size : 18.19 TB

ZIL : 2 drives with data protection
L2ARC : 2 drives

Spare Drives : no drive

| Back || ok || cancel |

Step 11: check both pools to make sure they are assigned to their respective controllers

WINCHESTERSYSTEMS
Storage | Pool Welcoms sdmin o Logout |} Linkaw
* gl Status
: g Pool 2
+ k7 Configuration
Virksl Blorage Pocls

= |_| Storage |

~—4 Pooi Covgt and manaps wiual siocags cocls. Vrual storage pocls aBow out conobdifa shrage ba7endihe physical bmitabions ol nduadyal Sk dives. Pool Capacky can b4 wiganded mban tacess-ars Oy 203G mon dnas wihod

) voume Teburmating o regardiening

- Disk Heme Used Spsce Fres Space Utkraton stats Mt Scan Desupteatcn Rabio m

= sso Fook! L] 1ITTE 000% Cnaa Neow ] l AAI ‘
= s Folder Pook2 " 111718 200% Oriies Hene % BiE
+ § Account : . =
% £ Backup Create || Expand || Edt || Delets Dutals | | Bmport Export Aasign
= B Maintenance
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Conclusion

This quick guide shows the ease with which redundant dual controller FlashNAS ZFS series
systems can be setup in several very unique ways. Their adaptability means they can be
effortlessly configured for high speed performance and maximum capacity utilization, all with high
availability. You can use these typical configurations as excellent starting points for your own
solution, and benefit from the advanced data protection and reliability they offer, especially with
SSD employment of powerful ZIL and L2ARC to ensure better performance and tighter data
integrity protection.

Copyright © 2014 Winchester Systems Inc. All rights reserved. Winchester Systems and FlashDisk are registered trademarks, and FlashNAS and
FlashServer are trademarks of Winchester Systems Inc. All other trade names are the property of their respective owners. The information contained

herein is subject to change without notice. Content provided as is, without express or implied warranties of any kind.
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